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Why do we need an Malaysia Costal Patrol & Border 

Surveillance system? 

 



Border Surveillance 

• Some months ago, Malaysia found ‘migrant’ mass graves near 

Thai border 



Smuggle diesel at Malaysia Thai border 

Thai authorities in the border towns have detected a rise in the 

smuggling of petrol and diesel from Malaysia following a sharp 

increase in domestic fuel prices in Thailand. 

 



Traditional border 

monitoring: 
 

Artificial monitoring ways include standing guard, lookout, 

patrol, video camera, ground sensors, physical barriers, land 

vehicles and manned aircraft. 

 

Disadvantages 

1. small surveillance scope 

2. cumbersome for human 

operators to monitor for long 

durations 



Border Surveillance 
Illegal migrant routes along Malaysia-Thailand border still open and in 

use (Illegal forest crossing from Thailand to Malaysia still exist).   

 



Border Surveillance Framework 

 



Five basic steps for Border Surveillance 

 



Land Phases 

 



Land Surveillance- Phase 1 & 2 

 



Land Surveillance- Phase 1 & 2 

 



Indicative Performance Requirements 

 



Indicative Performance Requirements 

 



Optical Satellites 

 

Satellites  Spatial resolution  

(after pan-

sharpening) 

Frequency  Equator Crossing Time 

Worldview-4 0.31 m < 1.0 day  10.30 am 

Worldview-3 0.31 m <1.0 day  10.30 am 

Worldview-2 0.46 m 1.1 days  10.30 am 

Worldview-1 0.46 m 1.7 days 10:30 am 

GeoEye-1  0.46 m 2.1 days 10:30 am 

Pleiades-1A 0.5 m Daily  10.30 am 

KOMPSAT-3A 0.55 m Daily  10.30 am 

KOMPSAT-3 0.7 m    10.30 am 

QuickBird 0.65 m 1-3.5 days 10:30 am 

Gaofen-2 0.8 m    10.30 am 

TripleSat 0.8 m daily 10:30 am local time 

IKONOS 0.82 m 3 days 10:30 am solar time 

SkySat-1 0.9 m    10.30 am 

SkySat-2 0.9 m    10.30 am 

SPOT-6 1.5 m    10.30 am 

SPOT-7 1.5 m    10.30 am 

Other Satellites  2 m-20 m     



UAS system 

Major 
components 
that make up 
a UAS system 

UAV that is the 
fixed wing and 

multirotor 

Ground 
Control 
Station 
(GCS) 

The humans: 
pilot(s) and 
observer(s) 

Image 
processing 

systems 



Types  

of  

UAS 
Attribute Multirotor Fixed Wing 

Size of Project 
Up to 100 acres (~30 ac 

/flt) 
1200 ac + (~400 ac / flt) 

Learning Curve 
Easiest + smaller 

datasets 

More complex (+ larger 

datasets) 

Landing/takeoff area Vertical (Very small) 
Larger clear area for 

takeoff/landing 

Altitude / detail 
Lower alt / higher detail 

/ less coverage 

Higher alt / less detail / 

greater coverage 

Flt times ~21 mins ~50 mins 

Cost of entry $2000 – $3000 $12,500 – $34,000 



18 

Sensors 



19 

Object Tracking 
Allows you to designated a region of interest on the video as a target. 
The gimbal automatically steers to keep the object center of frame 
throughout platform movements. The template matching algorithm 
allows you to track objects even if they are partially obscured. 
 
Motion Detection 
You can follow multiple cars travelling on a road-will automatically tag 
up to 5 moving object within its FOV 

Sensors 



 
Lighter-than-Air  

Unmanned Aerial Vehicle (LTA-UAV) 
 

Refers to aerial vehicle that 

– Generates all or a fraction of its lift using gases e.g. 

helium or hydrogen 

– Operates without pilot, either under remote control 

or full-autonomously by an onboard computer 

– Examples: airship, hybrid airship, high-altitude 

balloon 

 



LTA-UAV Operating Altitude Capability 

Weather Agriculture 

Disaster High-Altitude  

LTA-UAV 
Lighter-than-Air 
Unmanned Aerial Vehicle 
 



Station-Keeping and High-Altitude Observation 
Free-floating Balloon vs HTA (Glider) vs LTA 

Weather Agriculture 

Disaster High-Altitude  

LTA-UAV 
Lighter-than-Air 
Unmanned Aerial Vehicle 
 

Photo credit: Courtesy graphic https://www.army.mil/article/62316 



Persistent Surveillance & Wide-area Motion Imagery 

Weather Agriculture 

Disaster High-Altitude  

LTA-UAV 
Lighter-than-Air 
Unmanned Aerial Vehicle 
 

Graham Warwick, Aviation Week & Space Technology, Defense & Space Technologies to Watch in 2016 



Comparison with other Surveillance Options 

Weather Agriculture 

Disaster High-Altitude  

LTA-UAV 
Lighter-than-Air 
Unmanned Aerial Vehicle 
 

Multicopter Balloon/Airship Airplane/Heli Satellite 



Object Tracking 

 



Object Representation  

Car object representation, (a) point, (b) primitive geometric 

shape, (c) skelton model (complete contour). 



Object Detection Challenges  

Speed of the 
Moving 

Objects and 
Intermittent 

Object Motion 

Motion of 
the Camera 

Occlusion 

Dynamic 
Background  

Camouflage 

Illumination 
Changes  

Presence of 
Shadows 

Object Size  Real Time 
Requirements 



Common Algorithms for Object Detection 

 

Object detection 

methods 

Advantages  Disadvantages  

Optical flow    it can work even in the 

presence of camera motion 

 

 sensitive to illumination changes 

and noise. 

  often can only detect partial edge 

shapes of moving objects. 

 computationally complex. 

Temporal differencing 

 
 The algorithm is simple and                     

can quickly detect motion 

object while it appears. 

 adaptive to dynamic 

environments 

 unable to detect all relevant pixels 

and complete shapes of 

foreground objects. 

 small changes in object 

movements or stopping objects 

can cause temporal differencing 

to fail 

 

Background 

subtraction 

 

 flexible and fast 

 Low memory requirement 

 its computational simplicity 

 

 

 camera vibration and speckle 

noise also seriously affects the 

accuracy of detection 

 background scenes need to be 

consistent while the camera 

should also be fixed. 



Current approaches  

Advantages  Disadvantages  

Coarse-to-Fine and 

Boosted Classifiers 

Real time, it can work 

at small resolutions 

Features are predefined  

Dictionary Based Representation can be 

shared across classes  

It may not detect all 

object instance 

Deformable Part-Based 

Model 

It can handle 

deformation and 

occlusion  

It cannot detect small 

objects 

Deep Learning Representation can be 

transferred to other 

classes 

Large training sets 

specialized hardware 

(GPU) for efficiency  

 Trainable Image 

Processing Architectures 

General purpose 

architecture that can be 

used in several 

modules of a system 

The obtained system 

may be too specialized 

for a particular setting  



Registration Methods 

• A popular approach to moving object detection involves image 
registration by discovering correspondences between 
consecutive frames based on image appearances under rigid 
and affine transformations.  

 

• However, spatial feature layouts and correlations between 
pixels are ignored and illumination changes in consecutive 
frames make correspondences between feature points 
unreliable.  

 

• More importantly, the transformations that align points are 
simply assumed to be parametric (e.g., rigid, and affine), 
which is not the case in real life situations. 

 



Automatic Registration Methods 

 Registration 

method 

Advantages disadvantages 

ABM  can produce real-time results due to 

their easy hardware configurations. 

 provide little information for the 

transformation estimation . 

 not robust to image distortions and 

illumination changes. 

 They assume the presence of 

discriminatory information in 

pixel intensities, and thus, making 

salient structures undetectable. 

FBM   salient image structures can be 

identified from the extracted features. 

 able to handle image distortions and 

illumination variations 

  Determine correspondence and the 

underlying spatial transformation 

between local features (reduce feature 

matching problem. 

 the correspondence set can include 

false matches (outliers) in addition 

to the inliers due to the ambiguity 

caused by the descriptors 



Methodology (Moving Object Detection) 

 

MDMRBF  

(motion differences of matched region-based features).  
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Regional adjacency graph construction. (a) 

original image (b) segmented image (c) 

after region combination  and (d) a part of 

the segmented image where the constructed 

RAG shows region connectivity. 

a c 

b d 
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Region Matching  

* The detected inliers are connected by solid 

lines, and the dashed lines connect outliers.  

Multigraph 
Matching Algorithm 



Region labeling 
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A motion similarity graph constructed from 6 consecutive graphs. 
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Graph Coloring Algorithm 



Dataset 
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Sequence 

name 

Properties 

EgTest01 Similar vehicles move on a runway, speed up, and pass by each other.  

EgTest02 Two groups of vehicles pass by each other on a runway. The scale is 

changed as the camera circles the scene.  

EgTest03 Two groups of vehicles pass by each other on a runway. The scale is 

changed as the camera circles the scene. The vehicles are occluded by each 

other.  

EgTest04 Vehicles move on a red dirt road. They are occluded by trees. Some frames 

are duplicated as the camera fails to record these frames. Thus, there is no 

motion followed by a sudden discontinuity in the sequence.  

EgTest05 Vehicles are tracked along a dirt road in a wooded area. Illumination 

changes, and vehicles are occluded by trees.   

Seq01 Vehicles are tracked along the outdoor campus environment. They are 

occasionally occluded by the background or each other. 

Seq02 Vehicles are tracked along the outdoor campus environment. It contains 

appearance variations and cluttered scenes. 

D
A
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 V
IV

ID
  

h
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a-
ro

to
r 

U
A

V
 



 

Over-segmentation and merging process 

Original images 
Oversegmented regions 

produced by SLIC 
Segmented regions after 

the merging process 

EgTest01 

EgTest02 

EgTest03 

EgTest04 

EgTest05 

Seq01 

Seq02 

Wrongly combined regions versus 

similarity threshold 
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Multigraph matching algorithm on the frames from EgTest04. Top: the solid lines 

show the matched inliers in the frame sequence. The occluded regions remain 

unmatched as outliers; bottom: three frames that show how a vehicle becomes 

occluded and visible in successive frames. 
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  Rosenbaum et al, 

(2011)  

Cao et al, 

(2011)  

Alkanat et al, 

(2015) 

MDMRBF 

Precision 86 89 90 94 

Recall 
85 88 82 89 

Comparison results of 

different methods on the 

sequences of the DARPA 

VIVID dataset.  

Precision-recall curve averaged over all 

sequences. 
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 Properties of seq01 and seq02 

  
resolution 

(pixel) 
flight altitude 

(m) 
focal length 

(mm) 
UAV speed 

(m/s) 

Seq01 100 5 0.1 

Seq02 45 5 1.8 

Thus, the GSDs for Seq01 and 

Seq02 are computed as 8.40 and 

2.51, respectively. 
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Precision-recall curve for different sequences 
 



Illustrative examples of different sequences. 
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EgTest01 

EgTest02 

EgTest03 

EgTest04 

EgTest05 

Seq01 

Seq02 



 

Novelty 

 

• Firstly, in order to establish accurate and robust 

correspondences between consecutive frames, a novel 

approach is proposed where both appearances and 

geometrical information are taken into account in a 

multigraph structure. 

• This approach not only establishes the 

correspondences between regions existed in all 

frames, but also detects the occluded regions which 

are not visible in the whole considered trajectory.  

• Secondly, a graph coloring algorithm is proposed to 

find multiple moving objects using motion similarity 

information of the adjacent regions. .  
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Future Direction 

1. Object tracking, the proposed framework can be used for an effective 
video object tracking in future study. 

2. Object classification and identification, object classification 
framework can be applied to classify moving object in different 
groups such as class of people or sub classes like cars, vans, trucks, 
and motorcycles.  

3. Human motion analysis, visual analysis of human motion is currently 
one of the most active research topics in computer. It attempts to 
detect, track and recognize people, and more commonly, to 
understand human behaviors, from image sequences involving 
humans. 

4. Behavior understanding and description, it will be vital future study 
that describing objects behaviors, the modelling of semantic 
perceptions of motions, and the automatic learning of semantic 
concepts of behavior. 

5. The suitably for real-time MOD also remains for our future plan.  
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